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1 Introduction: The Semantic Web Roadmap

The main idea behind the Semantic Web remains simphder Web content
meaningful both for human and machine consumpti®errers-Leeet al,
2001). The difficulties arising from the effort ¢dirning this idea into a
reality are being extensively investigated for mdhan a decade. By
observing the Semantic Web landscape, we can sa&e ntlest of the
fundamental technologies that constitute its boddblocks have reached a
mature state. As we will analyse in Section 2, lmgp languages, reasoners,
ontology editors and other fundamental tools aradyeto be launched
outside academia and be used in production envieoisn

Nevertheless, the main idea still remains to adaegtent unrealised
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(Shadboltet al, 2006). The so-called Web 2.0 era, consisting ot
trends such as Facebook, YouTube, Flickr and Relgito name a few, is
dominated by the usage of keywords (or tags). Kegtevare popular for
annotating published Web content and are also tesgeérform searches on
it. However, the majority of the Web user baseratsyet taken notice of the
set of semantic technologies emerging in the backyt leaving semantics
out of the casual Web user's everyday experience.

In (Feigenbaum, 1977), the authors, investigatingy wvAl was not
gaining popularity outside academia in the lates,7@&fined the Knowledge
Acquisition bottleneck: “in order for a knowledgeaded system to be
economically profitable, the cost of acquiring andintaining its knowledge
base must be significantly less than the econorarefits derived from its
deployment”. At the time, it was simply too expesmsi(i.e. resource-
consuming in terms of time and money) to acquird ancode the large
amount of knowledge that an application needednkdogy, we can observe
nowadays and hereby define the contemporary Seenéfeb counterpart of
the Knowledge Acquisition bottleneck: “it is oftéao expensive to create
and maintain the semantic information an applicatieeds”. Expensiveness
is usually raised by lack of automation, error spsibility or both. By the
term semantic annotation we refer to annotatioas, fih contrast to simple
keywords, carry their semantics in the sense they tare commonly and
unambiguously understood by software clients sirtbese semantic
annotations conform to common vocabularies.

In other words, the process of manually annotatiogtent is still a
cumbersome procedure and, admittedly, not an dbligaone, since the
benefits of Semantic Web applications still exigirenon paper than in real
world. This leads though to a vicious circle frorhigh we cannot escape,
because such applications need considerable volafdata to showcase
their utility.

The Semantic Web's embryonic nature is reflecteditsn existing
applications. In contrast to the alleged great miedé described by the
researchers, only a small number of semanticatly dn-line applications
have made their appearance. An indicative set s¢ ctudies by the W3C
Semantic Web Education and Outreach (SWEO) Inter&bup
demonstrates the potential carried by Semantic Wmdications in several
areas of interest such as automotive, educatiorgve&@®@ment, energy,
eTourism, financial, GIS, and healthcare
(www. w3. or g/ 2001/ sw/ sweo/ publ i ¢/ UseCases/). Semantic
Web technologies are used for various tasks suclkoatent discovery,
management and customization, data integrationdancain modeling. The
common denominator to all these approaches is Hiitypl Most of the
approaches are “simple”, in the sense that theyndb make use of
sophisticated semantic features, or, to use a Samateb catch phrase, “a
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little semantics goes a long way”.

Accordingly, as far as it concerns company intranemploying
Semantic Web technologies, although they often igeoperfectly adequate
solutions to a company's needs, they actuallysfadirt of fully exploiting the
Semantic Web's exciting potential as a large-sealarce of background
knowledge (d’Aquiret al, 2008).

Building on the aforementioned observations, irs thaper we discuss
the reasons why the Semantic Web vision is nofulst realised and what
are the Web's current weak points that need tareagthened. We analyze
the several building blocks that comprise the cmpierary Semantic Web in
its current state, we analyze their weak points sughest further directions
towards which research efforts should be directedrder to render the
technologies beneficial for the key players in 8&mantic Web landscape.
These key players and the interactions among thierimt&toduced next:

1 Web usersre the ones who interact with Web pages. Besiddimg,
they possibly maintain on-line profile(s) at a sdcietworking site (or
more), and post in blogs, fora, and wikis, probdidye a homepage
and are registered in a number of sites (e.g. IMDikipedia). Their
major gateway to the information that lies in theWare the search
engines. Web users constitute the most passive lloplayers,
nevertheless they can generate valuable content.

2 Web engineerare the ones burdened with the task to design Web

software systems, implement them and maintain thenorder to
complete his/her assignment targeted at fulfilliegl-world needs, a
Web engineer prefers using mature, robust andbtelt@chniques and
tools. Web engineers are mainly employed by congsaand may be
at the same time Web developers.

3 Search enginesre Web applications whose main task is to offer
search capabilities. They crawl, index the Web andwer users'
queries. Their role is leading because they arenthan gateway to
information and hence, they are considered onéefore powerful
driving forces of the Web. It needs to be emphalsikat behind each
major search engine implementation there is a fwiyaheld
company, interested (ultimately) in maximizing jofit. It needs to
be clarified that in this paper, we do not includéehe search engine
definition smaller scale software components thavide local search
capabilities, although in some other context, tleeyld qualify as
search engines.

4 Companiesare privately held. In this paper we are mostlguied in
companies active in building software or heavillyireg on it in order
to satisfy their client base and internal needw@t Such companies
are believed to be directly connected to the comiakfuture of Web
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technology.

5 The Academiacomprises universities and research institutese Th
main task of the academia regarding the Semantib Wdasic and
applied research into theoretical and technicaliéssinvolved in
semantic information management and also to drisgether with
experts in the Web domain) the development, corarerg and
adoption of the relevant standards. Most of thanetogies serving as
Semantic Web's building blocks have evolved owagdemia and its
role in Web evolution is still active.

Section 2 reviews and elaborates on the fundamertdinologies that
constitute the Semantic Web. Namely, the knowleatfegeription languages,
the rules that can be defined for knowledge prangsthe Web Services that
allow interoperability among distributed systemsg @uery mechanisms are
investigated. In Section 3 we analyse how semawtitent can be published
online. This section is structured according todhigin of the content, be it
Web documents, relational databases, or other fafnmsultimedia content.
We discuss the difficulties involved in semantigalhnotating it and suggest
ways to overcome them. Section 4 analyses how d@ameontent can be
exploited. The analysis focuses on the difficuli#esl potential benefits of
semantic annotation in search engine implementatiand in company
environments as well. Section 5 concludes the papeisummarizing our
observations, our recommendations and our mainribotihg remarks.
Focusing on the key players, we describe theirahcind desired role in
order to bring the Semantic Web to its full potahti

2 Semantic Web Technologies
2.1  Knowledge Description Languages

Mainly, in the Semantic Web ecosystem there are tpproaches in
describing knowledge: RDFS, a W3C recommendatinoesiL999 (Brickley
and Guha, 1999) and OWL, a W3C recommendation sig663
(McGuinness and van Harmelen, 2003). Note thattdukbe openness of the
Web, a W3C recommendation is as close to a starafaitdcan be. This is
manifested by the wide adoption of W3C's recommgods. by developers
and companies alike, although other standard boglieh as OASIS have
developed some worth-mentioning standards as wejl BPEL).

The main difference between these two approachigstise underlying
semantics. According to RDF, the perception of wgld is modeled as a
graph (Brickley and Guha, 1999). An RDF graph imilsir to a directed
labeled graph, with the difference that RDF allofes more than one
(uniquely labeled) edge between the same pair désiothe nodes are not
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necessarily connected to each other and it is allbt® form cycles in the
graph. The nodes of an RDF graph contain eitheyuress or literals. The
difference between resources and literals is thatldtter are not subject to
further processing by RDF parsers. OWL brings tkgressiveness of logic
into the Semantic Web (Horrocks al, 2003). It adds the formal semantics
of very expressive Description Logics, based ondded predicate calculus.
Lately, W3C has been working on OWL 2, OWL's susoeghat since
October '09 found its way into a recommendation
(www. w3. or g/ TR/ ow 2- over vi ew ), with new features allowing for
more expressiveness and with the definition ofedédht profiles of the
language that are effectively subsets of the fWIO2 Language, which in
turn simplify the complexity of the reasoning aligfems (Motik et al, 2009).
The role of XML is to provide a syntactic foundatidayer for these
description languages and the semantic technolagigsneral.

According to a recent survey regarding the curstaite of the Semantic
Web (Cardoso, 2007), focused mostly in the acade@WdL is used in 75,9
percent of ontology authoring and RDF Schema i® §&rcent. Therefore,
these two approaches in modeling knowledge covervdist majority of
ontology authoring needs. As far as the ontologh@ing environment is
concerned with, the survey reveals that Protégé
(pr ot ege. st anf or d. edu), SWOOP
(code. googl e. coni p/ swoop) and OntoStudio (available online at
www. ont opri se. de, successor of OntoEdit) cover the majority of thes
needs, with Protégé being the indisputable donmigagolution.

Many large ontologies are currently being develofmdconverted from
other formats), for instance the National Cancstitute's ontology, UniProt,
BioPAX, ISO 15926, which address specific domaind eonsist of several
thousands of classes. However, not all use complgsoning; in many cases
a small fraction of OWL is used (Dubost and Hern2108).

The conclusion that can be drawn by observing greegal picture is that
the description languages, the ontology authorimyirenments and
applications that employ them (for instance, theGASWEO Group case
studies mentioned in Section 1) are mature enoddiey can be used
effectively to solve real-world needs. However, taet that only a small
fraction of OWL constructs is used indicates th8{ICs expressivity may be
enough for the current application needs. New airtgcenvironments may
ease the development of more complex ontologiesfdsunow, the search
for more expressive languages may not be considasethe top priority
regarding the Semantic Web state. Instead, sinlicd favoured by
application developers, a necessity that led tadtheelopment of the RDFS-
Plus, a language that, by using a particular subs&WL, it “... is at the
same time useful and can be implemented quickBfle(nang and Hendler,
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2008b). Hence, the role of academia should coraenin putting effort into
pushing and exploring the capabilities of the laggs currently offered in
collaboration with the industry, rather than resharg for more complex
terminologies to describe more sophisticated moaéigch would be an
overkill for the majority of commercial applicatien

2.2 Rules Authoring and Interchange

Rule-based problem solving has been an active topi&l and expert
systems over the last decades. The classic approachule-based
computational systems comes from work on logicabgpmming and
deductive databases. So, how do they fit into thelem Web industry
landscape?

Rule engines are not suitable for every applicatidGior many
applications, a set of if-then-else statementscasffor the description of the
business logic. Rules come into play when thisteats into a complex
Boolean logic description and its maintenance addptation becomes
tedious. In mission-critical production environnmgnfrequently changing
parts of the logic can lead to the introduction efrors that could
subsequently cause financial losses. In these caglesbased approaches
can provide concrete, robust solutions.

Conventional rule engine implementations include ssJe
(ww. j essrul es. com), a non-free rule engine for the Java language and
its free counterpart CLIPS (i psrul es. sour cef or ge. net), Drools
and JBoss rulesmwv. j boss. or g/ dr ool s), and the Jena internal rule
engine, used to implement Jena's internal reasq@asoll et al, 2004).
They are all based on the Rete algorithm (Doorenb@a5).

From the Semantic Web point of view, we can notltat, since the
semantics of OWL follow First Order Logic (FOL),les can be based on
simple Horn rules in the form.P_P,..—~C. However, no official W3C
recommendation has occurred yet, essentially lgathie choice of a rule
language to the application developer. The RIF WigrkGroup has been
created for this purpose (Kifer, 2008) and is ia finocess of developing RIF
(Rule Interchange Format) — a core rule languagk aset of extensions
(dialects) that allow the serialization and intenege of different rule
formats. Although RIF can act as a mediator betwéeterogeneous
implementations such as ILOG JRules
(www. i 1 og. cont product s/ jrul es/), Oracle Business Rules and
Prova (wwv. pr ova. ws) (Hallmarket al, 2008), it has not matured enough
(W3C candidate recommendation frorff October 2009) and may need
additional rules-with-actions dialects and datasyaed built-ins definitions.

Currently, inside the Semantic Web community, RuleM
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(www. rul em . org) and SWRL (Horrockset al, 2004) are the most
popular representatives of the kind. RuleML is am8&etic Web rule
description language, offering flavors of the salaeguage such as the
XML/RDF combining, the RDF-only, and the FOL RuleMuhile SWRL is
a W3C member submission that combines OWL with Rule SWRL
combines OWL DL and OWL Lite with Unary/Binary Déig RuleML, in
order to allow the combination of Horn-like rulestwOWL knowledge
bases. Supporting only unary and binary predicatéhput disjunction and
functions, SWRL is less expressive than its RIFnterpart, the basic logic
dialect RIF-BLD.

Another approach for the definition of a rule laagea is through the use
of SPARQL CONSTRUCT clauses. An extension to this approach is the
SPARQL Inference Notation (SPINWwv. spi nr df . or g), an RDF Schema
for SPARQL, that allows domain modelers to attach inferengkesr (as
SPARQL CONSTRUCT queries) and constraint checks @SNSTRUCT or
ASK queries) to RDFS or OWL class definitions. Althbugis seems like a
simple solution, construct queries using the fudhatbires of the non-
monotonic $ARQL language (especially the combination of left j@ind
union, which is the main source of complexity (Rextal, 2006)), result in
an expressive and complex rule language (non-rieeurBatalog with
negation (Schenk, 2007)), and its combination wititologies needs to be
further studied (Polleres, 2007).

The difficulty behind recommending a rule solutifor the Semantic
Web lies mostly in balancing the required expressdss with proper
algorithm computational properties, such as tertionain polynomial time
or decidability (the second property being broaitan the first one). Still,
reasoning systems such as Pellet (Sitial, 2007) support SWRL but not in
its full extent. Therefore, the first priority irheé related research efforts
should be a convergence that will lead to a W3®@mauendation, in order
for the rules to “graduate” the academic environtnen

Keeping in mind the directions towards which actishould be taken in
order to assist the Web engineer, we can noteitt@timportant that more
technical spaces be incorporated in rule definifjom the sense of the
XML/RDF combining RuleML. Instead of taking into@mnt only semantic
resources, rule engine implementations should ecebralevant technical
fields such as relational databases, Web Servigsages, or even arbitrary
programming language code snippets. This expans&nturn them into
powerful tools in the hands of a (Web) developdre Web developer is not
willing to sacrifice in the altar of expressivenett® power offered by
traditional rule engines in declarations such aghim following pieces of
pseudocode, presented in the event-condition-actiRepamarkoset al,
2003) pattern:
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on [incom ng Wb Service request]
if [sone property value in the ontol ogy nodel ]
then [nodify XM file]

or

on [tuple insertion in a database table]
i f [code snippet]
then [insert a triple in the ontol ogy nodel ]

or

on [triple insertion in the ontol ogy nodel ]
if [bool ean condition checking the inserted triple]
t hen [code sni ppet]

The examples above demonstrate the conceptiortegration with existing
technologies that should be available to the Welveldper. Such
implementations, embracing different technical dmmaare necessary in
order for the rules to provide functionality capablf tackling more realistic
scenarios. One, for example, could easily portehtical-space-spanning
rule-based applications that semantically annatate generated from sensor
networks (Konstantinoat al, 2010). In the context of such applications, it is
critical to be able to perform event-based annotatin other words carry out
the annotation task as soon as there is a new nesasot taken from a
sensor. Furthermore, it would be highly conveniérthe antecedents and
consequents of an application’s rules could beriefipto different technical
spaces, for instance the body of the rule couldainra condition checking
an ontology model while the head could compriseMLXile modification

or an insertion statement in a database. Moredsrkind of rules does not
invalidate previous familiarity with relevant teallagies but these
technologies are rather utilised in order to desiagml implement more
intelligent and robust solutions. Without this igtation, semantic rules are
deemed to isolated, case-specific solutions wistricted potential.

2.3 Semantic Web Services

Over the last years, the prevalence of the Web i&ertechnologies in
combination with the increasing needs of the ingudbr distributed,

interoperable and integrated systems has led tadbption of Web Services
as the common currency for service-oriented comgutin their current
state, Web Services present competent technicapepies such as
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modularity, scalability and reusability. They caad to the realization of
protocol-independent, coarse-grained, and looselypled architectures. For
the enterprises, the main advantage is that theyhide implementation
details from external modules, allowing them tolduheir services without
interacting with other developers or clients ptmexecution time.

Building upon Web Services' merits, Semantic Wabaadd intelligence
in service-oriented architectures. Semantic Welvi€es are built on top of
the conventional Web Services by extending thegcdption of functional
behaviour. A semantic description of a Web Sersi¢ehctionality enables
intelligence in orchestration of composite workflovand negotiations,
needed in industrial environments. The main idedoigreserve current
technical and functional characteristics and curremccessful standards
(SOAP, WSDL, UDDI) and target exclusively the dgston.

The first attempt of a related standard is OWL-Syecessor to DAML-
S in the same way that OWL is a successor of DAMLMW3C member
submission since 2004wiw. W3. or g/ Submi ssi on/ OAL- S/), but not a
recommendation yet. It is designed to assist autinaervice discovery,
composition and invocation, by targeting the servitescription. Another
candidate is SWSF, a W3C member submission sincé5 20
(Wwww. w3. or g/ Submi ssi on/ SWSF/ ). SWSF comprises two
components, the Semantic Web Service Language (SW&d to specify
formal characterizations of Web Service conceptd e Semantic Web
Service Ontology (SWSO) that presents a concephaalel by which Web
Services can be described. Finally, WSMO
(Wwww. w3. or g/ Subni ssi on/ WBMO' ) provides an ontology for
describing the core elements of Semantic Web Sesvithe main concepts
of the WSMO approach are ontologies describingréfievant aspects of the
domains of discourse, web services providing formescriptions of the
interfaces and capabilities of a web service, gtias present user desires,
and mediators, which represent elements that omercinteroperability
problems between different WSMO elements.

Technically, the Semantic Web effort targets the bW8ervice
description, the WSDL document (hence WSDL-grougyiror the
corresponding WADL, a proposed description for \Waayvices that follow
the RESTful architectural style. The goal is to @ate the functionality
offered in order to leverage Web Service choredgyamd business process
execution to an upper level. In (Belhajjaret al, 2008), an approach is
presented for semi-automatically annotating WelviSes, showing that the
use of annotations considerably increases the nupfbeervices located by
discovery queries even with a small starting setrwfotations.

In practice however, this is a highly error-proaskt Combined with the
fact that in industrial environments, priority isvgn to robust, optimised
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code tailored to suit specific and possibly compéad rapidly evolving
needs, annotation comes second. What we suggstt isimplicity is added
in the annotation process by leaving the task ugpeomain responsible: the
developer. Annotations should be included in there® code (e.g. C, Java)
itself and not be provided by external tools andfiguration files. But, in
order to advance towards this direction, a standardeeded in the first
place. The adoption of a common standard will ople® path for tool
vendors to offer to the developer what is lackingpnf current
implementations: automation, that will entail sifofy.

2.4  Semantic Queries

Like search engines have become over the yeardtiieng force that
rendered the World Wide Web an invaluable tool, &etic queries are
believed (or hoped) to play the same role for theecof the Semantic Web.
The standardization ofPBRQL (Prud’hommeaux and Seaborne, 2007) is a
key step towards this goal, since most applicafievelopers and vendors are
compelled to support it, instead of using proprietanguages and formats,
as was the norm not so many years agar8L is a W3C recommendation
since 2007 and denotes a family of standards inojud query language for
RDF, a protocol definition for sendingP&RQL queries from a client to a
query processor and an XML-based serialization &rfar results returned
by a $ARQL query. However, the termP8RQL is almost exclusively used to
refer to the query language.

SPARQL, unlike earlier query languages proposed thatetsesthe RDF
graph (e.g. RQL (Karvounarakit al, 2002), available in the Sesame system
(Broekstraet al, 2003)), does not take into account the graphl ldwat
instead models the graph as a set of triples. Ha#lgnin a P ARQL query, a
graph pattern (i.e. one or more triple patternsjgecified and nodes that
match this pattern are returned (i.e. URIs or di&r The BARQL syntax
bears a lot of similarities to SQL, ti8EL ECT FROM WHERE syntax being
the most striking one. However, it is still a lorgad until $ARQL reaches
the maturity level of SQL and satisfies most ofapdisers' needs.

In its current form, BARQL is merely a way to access raw data (URIs in
this context) from an RDF or OWL graph, letting theer do the result
processing. However, as RDF and OWL promise to nedsry information
and data available on the Web, leading to an ewéntitegration of all
imaginable sources,PERQL will be the gateway for querying information
and knowledge. Thus, it is rational to expect frBPARQL at least as many
features as SQL currently supports, if not morefotdnnately, this is not the
case for the currentP8RQL recommendation, as several omissions have been
reported (Konstantinoet al, 2008; Weiske and Auer, 2007).

Grouping and aggregation, functionalities presarB@L in the form of
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the GROUP BY operator andM N, MAX, SUM COUNT or AVG functions
respectively, are not supported irRARQL, while the sort operatobRDER
BY can be applied only on a global level and notlgade the OPTI ONAL
part of the query. Support, even for simple math@akcalculations, does
not extend beyond basic operations; the inclusiomigonometric functions
or exponents could prove useful, especially in thatext of geographic
information systems.

Furthermore, in contrast to SQL,PARQL does not support nested
queries, hence you cannot search a result setti{gr avords, 8ARQL does
not allow aCONSTRUCT query in theFROM part of a query, where the
graphs to be queried are specified). Another misature of S8ARQL is the
functionality offered bySELECT WHERE LI KE statement in SQL, allowing
for keyword-based queries. Of courseaASQL offers ther egex() function
for string pattern matching, but it cannot emultite functionality of the
LI KE operator. As mentioned earlierpA&RQL only allows for unbound
variables in itsSELECT part, therefore rejecting the use of functionsther
operators; this restriction render®ABQL an elementary query language
where only URIs or literals can be returned, whilepractical use cases,
users opt for (some) result processing. The ligiassible additional features
in SPARQL could include stored procedures, updates, insestiand deletions
of the underlying graph as well as triggers onehastions. Already popular
among Semantic Web developers isPASQUUpdate (BARUL,

j ena. hpl . hp. com ~af s/ SPARQL- Updat e. ht i ), an extension of
SPARQL included in Jena (Carro#t al, 2004), the leading Semantic Web
development framework, allowing for the update,atim or removal of
RDF graphs.

Regarding security, we could state that this isomehow neglected
aspect of the Semantic Web; thus, it comes as mise that 8ARQL does
not take care of security issues at all. The inclusf prepared statements
that speed up execution of similar queries and déhl the problem of SQL
injection attacks could benefiP8RQL in the same way as they do in SQL.
Additionally, transactionsSTART TRANSACTI QN, COVM T, ROLLBACK)
that are widely used in commercial applications @anépplications where
security is a crucial factor are still absent fraime S$ARQL formal
specification. Finally, named graph restrictionr (&l or selected users and
query clauses pairs) is a feature that would ssir®le security issues, like
keeping private data of the store (e.g. email asigh® credit card numbers)
safe.

Nevertheless, BARQL embodies a variety of interesting features not
present in SQL. A feature that can be met in almabktof the query
languages for RDF is the use of tGPTI ONAL operator that does not
modify the results in case of nonexistence. Thiegsivalent to a left outer
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join in SQL, but the 8ARQL syntax is much more intuitive and user-friendly
in this case.

SPARQL should be enhanced with at least some of the afaatares in
order to become the prevalent query language imehe generation Web
and the 8ArRQL Working Group is already working on incorporatsmne of
them in the next SARQL version (ww. wW3. or g/ TR/ sparql -
features/). Examples of the latter case include the quergiren of
OpenlLink's Virtuoso ww. openl i nksw. com vi rtuoso/), which
extends 8ARQL with aggregates, nesting and subqueries, allotfiegiser to
insert $ARQL queries inside SQL, the slightly enhanced SQL ivaref
Oracle 11g (Lopez and Das, 2007ASQL (W3. or g/ 2005/ 05/ 22-
SPARQL- MySQ./ XTech) which offers a similar functionality, embedding
SPARQL into SQL, LARQ [ ena. sourceforge. net/ ARQ | ucene-
arqg. htm) that integrates BRQL with Apache's full-text search
framework Lucene and thep&RQL+ extension of the ARC RDF store
(arc. sensol . org/ docs/ v2/ spar gl +) which offers most of the
common aggregates and extendsardL's | NSERT with CONSTRUCT
clause. In conclusion, regarding the future BARQL and in order to become
a more powerful tool in the hands of a Web engingéts integration with
related technical spaces in a way similar for imsta to SQL
implementations that support nested XML queries.

3 Publishing Semantic Content

Since the definition and introduction of the terrengntic Web in the

limelight, much effort has been placed on the dgwelent of new standards,
technologies and applications which would hopefudlynvince the large

public of the Semantic Web's utility and superipdbmpared to the current
and “obsolete” World Wide Web, as supported byftrener's afficionados.

However, for the Semantic Web to become a redlitg, ones that need to
adopt the new technologies are common everyday Wg¢ebs, who tend to
prefer simple solutions; this was one of the reasoithe success of the
World Wide Web, to start with. Moreover, the exgdansof the Semantic

Web will be realised when the generation of SercaMéb content becomes
a trivial matter for the average Web user in thmesavay that the effortless
design of a Web document has led to the rapid draftthe Web. In the

case of the World Wide Web, documents constituteftindamental building

block, while for the Semantic Web, data — howevenagic and vague this
might sound — plays this role. Hence, we argue ttierte has to be a shift in
the attention of the Semantic Web community towamdys to render the
generation of Semantic Web content more conversadtless cumbersome
than it is today.
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Throughout this paper, we refer to the processedting, managing and
administrating content using the term “publishindii this Section, we
classify this generation of semantic content adogrdo the data source:
whether it is Web documents, relational databasesmultimedia. We
present the theoretical and technical difficulbésurning data, in each of the
above cases, into “Linked Data”, a term alreadyuytepamong Semantic
Web followers that is briefly described next.

3.1 Linked Data: Implementing the Semantic WeloXisi

The emerging “Web of Data” concept is to materalibe Semantic Web
vision, to advance from a Web of Documents to a WeElfLinked) Data
(Bizer et al, 2008). Instead of the current experience whee ubers
navigate among (HTML) pages, the main idea is tagade among (RDF)
data. In other words, just as the current Web a@awrrawled by users (and
search engines) through hyperlinks, the Web of Ratabe crawled through
RDF links. RDF links simply assert relationshipsvieen Web resources by
forming triples according to the Semantic Web papad (resource
property, resourcé and the main difference from simple hyperlinkghat,
unlike the latter, they possess some meaning.

There are several ways through which Linked Data lma materialised
on the Web. RDF data can originate “on the fly"'nfra&Veb pages through
microformats and GRDDL, RDF middleware, RESTful W8brvices, or
community-driven Linked Data projectaviw. | i nkeddat a. or g).

The technical approach is quite straightforwardsdreces are uniquely
identified using URIs and links between them areFRIhks. Common
vocabularies can be used to represent informat@@, (FOAF, SIOC,
DOAP, SKOS, CC etc.), and there is no longer nemddéfine new
vocabularies from scratch. Therefore, common HT@&Ress can be used to
serve RDF graphs, simply by adding the respectiligltype declaration,
for instance"application/rdf +xm " or "text/rdf +n3", in a
Web page'shead> section.

The convenience behind this trick is that unknowgst are simply
ignored by the browser while rendering an HTML pagkerefore, a Web
page can keep its current form, while its semaatimotations can be
exploited by a Linked Data browser or a RESTful Bahyvice. As far as it
concerns the Web developer, the majority of the enoddevelopment
frameworks that follow the MVC (Model- View-Conttet) pattern (for
instance JSF, .NET, Struts or Tapestry) allow itimerof such declarations
in the View part of the application and thus, gassupport semantic
description without need of modifying the suppagticode. From the Web
user's point of view, Linked Data browsing and tagWeb page browsing
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should be seamless, so that the burden of ingjadladitional browsers or
plugins is kept at a minimum level, letting berefutweigh the (time) costs.

Although, as stated in the previous section, mdsthe technologies
were stable since 2006, the main drawback for aptishing Semantic Web
was the fact that most of the use cases were aiestrito closed-world
environments. Motivated by the absence of real dvaréb-scale scenarios,
the Semantic Web community, and particularly, tHeking Open Data
community project, started the effort of publishiRfF-based data. Today,
having an increasing number of public datasetspuvative Linked Data
applications should be the next step.

Linked Data-driven applications are grouped intaurfocategories
(Hausenblas, 2009): (&Jontent reuse applicationsuch as BBC's Music
store that (re)uses metadata from DBpedia, and dBusinz
(ww. musi cbrai nz. or g), (b) semantic tagging and ratingpplications
such as Faviki viww. f avi ki . com) that uses unambiguous identifiers
from DBpedia, (cjntegrated question-answering systesiech as DBpedia
mobile (Becker and Bizer, 2008) able to indicatatons from the DBpedia
dataset in the user’s vicinity, and @jent data management systesueh as
Virtuoso’s ODS-Calendar v{ rt uoso. openl i nksw. con) that can
organise events, tasks, and notes. Using the Lidah approach, Data
Webs are also expected to evolve in numerous fietda biology (Zhaoet
al., 2009) to software engineering (lgleslal, 2009).

In order to ease the design of Linked Data apptioat a standard
procedure must be adopted in publishing and comsyrdatasets. VoiD
(Alexanderet al, 2009) is a vocabulary for describing a datasmifstent,
accessibility, licensing and the links it holds dther datasets. Enriching
datasets with VoiD terms, will simplify the desigof data mashup
applications. For consuming unstructured or semietired data from
popular Web 2.0 sites, various RDF wrappers exath as for Flickr
(apassant . net/ hone/ 2007/ 12/ fl i ckrdf/), and Delicious
(I'i nkeddat a. uri burner. com. This great amount of data, together
with the community maintained datasets, constittiiescurrent Web of Data
(the so called LOD cloud) offering a huge data/vese layer for many
applications. BARQL, in a sense, plays the role of a RESTful API foe t
Web of Data. However, there is a main disadvantages current state: it is
a read-only API, meaning that manipulation of detisisdirectly through the
RDF-based environment (the Linked Data applicatids) not provided.
Modifications are carried out, either directly thetdataset administrators or
in case of Web 2.0 sites/services through the dstheair specific API.
SPARQL/Update is a direct solution to the former case @amibe mapped, as
described in (Urechet al, 2009), to site specific APIs function calls, fbe
latter. $ARQL and its extension RARQL/Update, are not purely RESTful
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services. As explained in (Wilde and Hausenblaf9p0with the use of
named graphs, the RESTful mapping of tir@r&)L protocol, depends on the
decision of identified resources, which could pblgsibe the information
units (e.g. books, documents), all the subjectthef RDF graph, or every
triple. It is clear that there is still work to lde®ne for establishing standard
procedures and moving towards wider adoption of theked Data
principles. For designing more critical applicagaalso, issues like trust and
data provenance, guided or automated link creadioth maintenance and
data fusion from sensors and other content-gemgratevices, have to be
studied.

3.2 How to Transform Web Documents to (Linked) Vzta

The World Wide Web in its present form is a WebDOicuments. This
makes Web documents a principal source of datardadnation. They are
unstructured data, since they offer a textual ometomes graphic
representation of information, understandable bg truman user, but
(almost) useless when it comes to being procesgadsbftware agent.

In order to produce dynamic content, sophisticaféeb applications
usually follow the so-called n-tier (usually 3-diesrchitectural approach.
More abstractly, 3-tier applications can be lodicalewed as consisting of
the presentation, the (business) logic and the titdEdwards and DeVoe,
1997), with tiers often referred to as layers.His tcontext, Web documents
belong to the presentation layer, are retrieveld P protocol by the user's
browser and they represent more or less the “tih@ficeberg”. Hence, the
process of enriching a Web document by embeddinmstc information in
it can be considered as enhancing the presentatyer for example, instead
of writing:

<di v about="http://ww. exanpl e. org/j doe">

<p> My ni ckname is John D. </p>
</ div>

we can write

<div xmns:foaf="http://xm ns.com foaf/0.1/"
about =" htt p: / / ww. exanpl e. or g/ j doe" >

<p> My nicknane is <span property="foaf:nick"> John
D. </span>. </p>
</ di v>



Technically Approaching theraatic Web Bottleneck 17

The output in the Web browser is the same as befloeeonly difference is
that, with the second choice, we have generateébtleaving RDF triple (in
Turtle notation) where the subject of the tripletiie URI denoted by the
about attribute:

<http://ww. exanpl e. org/j doe> foaf:nick "John D.".

The above example uses RDFa, a W3C recommendidtruses existing
XHTML attributes and introduces some new ones a$l Wt define
semantically elements or parts of the original Wdelbument. RDFa can be
easily mistaken for a microformat (Khare, 2006)abless experienced user,
while, in fact, these two technologies present ifitant differences.
Microformats, such as hCalendar, hCard and hCa baen introduced prior
to RDFa to serve the same purpose, that of semamatikup. Microformats,
in a way similar to RDFa, use existing XHTML attitbs in order to provide
data with semantics; however, microformats do reg URIs, since every
microformat uses its own predefined vocabulary.déemicroformats do not
provide a unambiguous semantic representationtaf t alone the fact that
they cannot be easily combined in a single Web oheei, given that every
single microformat uses different XHTML attributies possibly, conflicting
ways with each other.

The main advantage, though, of microformats, ig #wpansion, as they
have been embraced by the Web community and aradsimpart of millions
of Web pages. This large volume of markup, shouwd e ignored and
therefore, efficient scalable methods that woutsh¢form it to an equivalent
semantic representation are being sought, withnlest prominent ones
being the use of GRDDL, a W3C recommendation s2@@7 (Connolly,
2007), to transform XHTML pages containing microfats into RDF or the
use of hGRDDL (Adida, 2008) transforming microfotsdirectly to RDFa
in a way similar to how XSLT can transform XML danants. These
microformats can reside in XHTML documents or otK&L formats such
as Atom or RSS. The main advantages of RDFa overoformats’
simplicity are its extensible vocabulary and indegent syntax. Eventually,
the choice between microformats or RDFa is lefth#® content provider and
it depends on whether his needs are covered bydtmain-specific
vocabularies of microformats. In fact, this rivaigya typical “de jure” vs.
“de facto” standard competition, with microforméising the choice of Web
publishers so far and RDFa being promoted by th€W3

From a Web user's perspective, microformats andasgéemarkup can
help in creating, personalizing, sharing and regsiontent. In (Ankolekaget
al., 2008), a visionary example is provided about rwasual Web user
could use these technologies in order to improweomine presence, with
the authors concluding that “the need of the heupifocus on more simple
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Web application scenarios”.

From the Web developer's point of view, microforsnaan easily and
conveniently be part of the View element (.aspx astx for .NET, .jspx for
JSF, .tml for Tapestry and so on) of modern MVCtgratoriented Web
development frameworks. In other words, they cad simould be part of
Web applications, even when the use of Semantic \Wéehnologies is
tentative. Web applications that use microformats cange from simple
Web sites to large-scale complex business systémese is virtually no
restriction.

3.3 Targeting the Database

Static Web documents are not the only source oh datthe Web and,
contrary to popular belief, they do not constittite main data source in the
Web. The majority of data in the Web resides inabdases and are only
visible as content of a dynamic Web document, geedrin reply to a user's
request. Dynamic Web documents constitute a patteoWeb, known as the
Deep Web (Bergman, 2001), where methods of anootgortrayed in the
previous section do not apply. To expose this dathe Semantic Web and
make them part of the Linked Data ecosystem, theeein fact two ways:
either use a middleware product or service to exherentire or a portion of
the source database schema or annotate directyanic Web document
that contains some database-extracted values.

Starting with the latter and referring to the ex#ampf the previous
section, we could say that the methods of annetatiescribed are in fact
manual, in the sense that they cannot be reprodiacether HTML files or
be automatically linked to other Web data withowtmian intervention.
Manual annotation is expensive in all aspects apskgsses very limited
potential. Let us see what happens when more dyneesilts are needed, in
the usual case where the content of an HTML tgmpjsulated dynamically
from database records, and automation is needed.inStance, a Web
application in JSF that retrieves the names of soities from a database
backend would look like:

<h: out put Text val ue="#{client. address.city. nanme}"/>

In order to automatically annotate the city namehis example, we would
imagine an approach such as the following, wheree th
client.address.city. SKOSreference is an example of a Java
class attribute maintaining a liaison to a URI pded by SKOS that
corresponds to the city of the example:

<h: out put Text val ue="#{client. address.city. nane}"
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rel ="#{client.address.city. SKOSreference}"/>

Such an approach would provide the necessary sityplreadability and,
most importantly, automation to the developer. Withsuch an approach, it
is practically infeasible to annotate (correctlg!$et of e.g. several thousands
of cities. However, these approaches are still imjsfom the state-of-the-
art tools and frameworks available to a Web dewatope/she will have to
modify accordingly the Business Logic Layer.

We argue that such functionality for automated epntannotation
should be part of a tool, a framework or a codealip. A relatively easy way
to achieve automation would be with the use of camleotations (as in Java
annotations). Direct mapping of Java classes to RDficepts is a novel
technique that simplifies the annotation procedéuenotations are widely
used, for instance in Hibernateww. hi ber nat e. or g), a highly popular
Object-Relational mapping framework for J2EE envinents. In a similar
fashion, further acceptance of object-to-class rmgsp such as Jersey
(j ersey. dev.java. net), would be easily adopted by developers,
regarding existing knowledge in software houses.

Moreover, extensions of the current Web developmieatneworks
would be beneficial to the developer. For instative JavaServer Faces
technology, part of the widely respected J2EE itrgustandard, uses its
namespace to create HTML components. What wouldnéeded, for
semantic extensions to be provided to the devel@erextra tags and code
libraries that automate the content annotation #&sik the example above.

The other choice of generating semantic contenh feodatabase is, as
stated at the beginning of this section, using sonigdleware solution.
“Middleware” is a widely used generic term thageneral refers to a system
purposed to be the intermediate between two softwgstems (or conceptual
layers, when referring to a generic architectule).the Semantic Web
context, the term refers to a software componeetimediating between data
on one side and semantic knowledge, stored as tatogy model or triples
on the other side.

Numerous commercial middleware solutions have bgeposed, to
address mainly the issue of integration of hetemegas data sources and
interoperability among different data formats. Tdwmmon denominator of
these solutions areP8RQL endpoints, which serve as a gateway to the
underlying data and the knowledge emerging fronmiépping to a unifying
model. The majority of these tools extend theiratalities and features even
beyond the functionality of a traditional middlewasince they offer storage
for both structured and unstructured data, theyciyly include one triple
store for storing all the metadata information ytiage able to perform tasks
such as versioning and access control, and thegréslr themselves as
integrated solutions performing data management iatebration. Some,



20 Konstantinou, N., Spanos, D.E., Stavrou, P. anoMj N.

such as OpenLink's Virtuosomfw. openl i nksw. coni vi rt uoso/),
even perform process integration and Web servicesnposition.
Furthermore, these tools come in many flavours:roencial (Virtuoso (also
offered in a limited functionality open-source verg, Profium Metadata
Server (www.profium.com)), open-source (Open Anzo
(wwv. openanzo. or g)) or in the form of SaaS (Software as a Servioe) i
the case of the Talis Platformmw. talis.com platfornl). The
guestion remains though: why do these solutionssandices are only used
by a tiny portion of the Web community, retainingetWeb in its “non-
semantic” form?

An important impediment is the, often non negligibHifficulty in
learning and using these tools, especially fordhee of the Web developer,
who is not willing or does not have enough timetgage himself/herself in
RDF or $ARQL tutorials. Hence, such tools need to place sintpliand
user-interface friendliness as their future priest if they want to gain a
larger user base.

Performance is another key factor; answerirgpRL queries and
inferencing over ontologies with millions of indduals (or more) is a task of
high complexity, requiring considerable processmmyver. Fortunately, the
advent of cloud computing and the increasing akiditg of services offered
“in the cloud”, such as Amazon's Elastic Computeud! (EC2) or Google's
App Engine, and frameworks for cluster programmgugh as the open
source Apache Hadoop project (hadoop.apache.oleyiatk this problem,
although it is not clear how divide-and-conquer rapghes can be
successfully used in Semantic Web problems suckasoning (Oreet al,
2009).

Nevertheless, the use of an integration platforrmhsas the ones
mentioned above is not the only way we can make daailable for use in
the Semantic Web context. As pointed earlier anglstismated by a relatively
recent study (Het al, 2007) citing that the Deep Web has increasedzim s
approximately by a factor of 7 since 2001, the nfaitk of Web content is
located in databases and to a large percentagetisovered by current
search engines (according to (eteal, 2007), two thirds of this data remains
uncharted territory). Thus, it comes naturally thdbt of research effort has
been placed in trying to link relational databate®ntologies, for an, as
automated as possible, translation of data in sémaontent. An approach
or tool capturing as much of the semantics of alskge with respect to a
particular domain ontology and proposing possiloieespondences between
the two models would be the key to unleashing lagjames of data in the
Semantic Web, given that the owner of each databeas®s the appropriate
permissions. In a nutshell, such a tool would csinsiainly of a 8ARQL-to-
SQL query translator, allowing for the conversiohincoming $ARQL



Technically Approaching theraatic Web Bottleneck 21

gueries to SQL queries that can access and rettieveata. Among the most
notable efforts in the area are D2RQ (Bizer and b8ew, 2004),
SquirrelRDF | ena. sour cef orge. net/ Squi rrel RDF/), Virtuoso's
RDF Views (Blakeley, 2007) and Triplify (Auet al, 2009).

Again, the main drawback of these solutions is fiet that they are
destined to be used by a developer or a user witteasic familiarity with
programming and Semantic Web notions. One couldeatbat the largest
amount of data resides in corporate or governmatatdbases, hence it is
rational that the database administrator, who igrawf the database schema
semantics, will use these components to derive ddnRata. However, the
aforementioned administrator or developer will haréully possess the
underlying knowledge about the specific applicatthomain the data refers
to. Hence, the process of linking a database toraology must involve a
domain specialist as well, who will specify the espondences and does not
need to have any programming skills; in such cabespresence of a user-
friendly graphical or programming interface in a ppeg tool can be
considered indispensable.

3.4 Multimedia Content

Multimedia content typically refers to audiovisustreams, pictures, 3D
objects and geographical information. Even simpié tan be considered as
multimedia content, since it is encoded into bitams. The important
observation is that multimedia content is usuaityed in a way that needs to
be reproduced by appropriate software in orderettilbman-understandable.
Therefore, metadata annotation is important in otderender it useful for
human consumption. In other words, it is impossilbe search in a
multimedia repository for specific information thaight be present but can
be lost without appropriate annotation. Multimedgpositories greatly need
correct annotation, without which their usabiligll$ dramatically.

This necessity, in combination with the SemantichVjgesvalence led to
the creation of a series of tools that allow thenaetic annotation of
multimedia files, manually in most of the casesyally aided by semi-
automatic metadata extraction techniques. Thesls tnolude for instance
Vannotea (Schroetet al, 2006) that can annotate collections of multimedia
files, and M-Ontomat Annotizer (Petridi$ al, 2006) that can link low-level
MPEG-7 visual descriptors with RDF(S) ontologies.

Also, Semantic Web-compliant standards have beepased such as
the OWL-based VERL and VEML (Francoé al, 2005). These standards
are employed in order to annotate and record abjantl (sub)events in
video streams. Another approach is Adobe's opemdsrds-based XMP
(ww. adobe. conl pr oduct s/ xnp/).

Regarding online multimedia annotation howevergiag is preferred.
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Social tagging sites, such as Delicious, Flickr af@lTube, constitute a
popular and easy way to annotate multimedia, sschmages and videos.
Another buzzword used alternatively for collabaratiagging is folksonomy
(a term combining the words folk and taxonomy). ®more formal basis,
folksonomies are a set of triples of the form {actag, object}, representing
the fact that a user has annotated some object aittag. Therefore,
folksonomies include a social dimension as wellk@/i2007).

Tagging pictures in one of the above sites doeentail the generation
of semantic content, since users may use an opeabutary to annotate
images and tag search is based on standard keyegardh. That is one of
the reasons why we currently can have collected, fmt collective
knowledge (Gruber, 2008), i.e. emergent knowledgévihg from inference
over known facts, instead of simple aggregatioknufwledge, in the form of
e.g. a tag cloud. Even if restrictions to the tdga may be used are applied
and all tags are ensured to be described by atbRlannotation still fails to
be categorised as “semantic”, since the predicakkeng the subject (e.g. the
URL of the image being tagged) to the object (thg.tag URI) is missing.
Flickr has already initiated machine-tags, in whilcd predicate belongs to a
well-known massively used vocabulary, such as F@ABKOS; they could
serve as an example to other applications or ses\geeking to facilitate the
generation of semantic content. There are alreathesunning projects and
initiatives, studying the issue of bringing semestio the tags, such as the
MOAT: Meaning Of A Tag Project (Passant and Layb@®08) and
TagCommonsviww. t agconmons. or g).

Once again, we can observe that the state of nedisrannotation is the
same with the Web of documents: while tools exixl selevant standards
have been developed, the majority of online prastjarefer simple “tagging”
to semantically annotating content. It appears tth@tSemantic Web poses a
big knowledge overhead to the Web user. Thereftre, need in this
direction is the production of interfaces that @rtomate the annotation
procedure without requiring expertise in the ralatchnologies.

4 Exploiting Semantic Content

In the scope of this paper, the term “exploitingfers to the action of
effectively querying and retrieving semantic comtear integrating it with
other sources or further processing it in orderextract conclusions and
leverage its conducted value in general. Thushig $ection we analyse the
actual and the potential way in which existing mfiation can be exploited
in a way beneficial for the end user, the Web esgjirand the industry, while
we justify and analyse the leading role of searafjirees.
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4.1 The Role of Search Engines

Search engines constitute a gateway to the inféematrovided in the Web.
Everyday experience indicates that, without théma,Web content would be
so difficult to be found that to a large extenwviduld be useless. Exabytes of
data in millions of Web pages are impossible ts&arched without the use
of special Information Retrieval techniques offeregl the current search
engine implementations. This reality renders seardines a driving force
for the evolution of the Semantic Web and the We#lf.

The fact that users typically prefer to modify theuery instead of
navigating in the search engine result pages isimalication of the
importance and gravity of first page results. Thisturn, impacts the way in
which most industry Web sites publish their contet§earch engine
friendly” is a term widely known and respectedhie industry. Based mainly
on keywords and content, search engine optimizati@ans increasing a
Web site's visibility in the search engines (mai@pogle, Yahoo! and
Microsoft). In (Zhang and Dimitroff, 2005a,b), ansprehensive survey is
presented concerning the factors that impact thegility. These factors
include, for instance, the metadata structure,ctivgent, and the hyperlink
cited status. However, since search engines avatprcompanies, they are
not usually willing to disclose in-house intelleatuproperty, and the
conclusions are mostly based on observations.

Additionally, semantic search engines targetiny @tlsemantic content
have been proposed lately, such as SwoaN®¢gl e. unbc. edu) that
stores semantic documents in a way similar to Gnogdtalcon-S
(wwv. f al cons. com cn), Sindice (. sindice. com), SWSE
(swse. org), OntoSelect @l p. df ki . de/ ont osel ect) and Watson
(wat son. km . open. ac. uk) that offer a functionality similar to
Swoogle, or ORAKEL (Cimianeet al, 2008) that (as Watson) processes
natural language. There are already various prpéstyaround. Nevertheless,
none of them seems to threaten the dominance ofdheentional search
engines over the users' preference as a gatewadyeto information. In
addition, it can be safely observed that semantiersions are still missing
from the mainstream, publicly available search eagnplementations.

The dominant search engines, for a long periode Hmen reluctant to
adopt semantic technologies. For example, in (Haktval, 2009), Google
engineers argue that there are two approachesalysamg content — the
“semantic” and the “statistical” analysis — andytlseem to be in favor of the
statistical analysis for a series of reasons. Yabaahe other hand, was the
first to offer the SearchMonkey and MicrosearchgBaYatest al, 2008;
Mika, 2008) extensions of their search engine teabgnise many Semantic
Web vocabularies and support RDFa and various fioiorats (hCard,
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hCalendar, hReview, hAtom, hResume, adr, geoxfagetc.).

If the search engine giants behave in favour ofesgim knowledge, a
great boost in the semantic technologies will beegi As claimed in
(Hendler, 2008), among the most important probleéhz hold back the
Semantic Web evolution is that companies “are tahicto implement
products until they see a market forming, but therkat does not tend to
form until the tools are available”. In this sensempanies venturing on-line
are not willing to publish semantic content, siitc#goes not entail any direct
benefit regarding their Web site's front, and seangines do not wish to
invest in yet immature advanced technologies. Theze we can safely
deduce that the commercial future of the Semantab Vg bound to search
engine optimization.

Furthermore, exploiting semantic information resgliin databases —
and not only in Web documents — can offer a satutio the problem of
searching the large volumes of data on the Web d#nat stored using
relational database technology. A manageable wayriafjing to light this
data is circumventing the Web application and &tidicectly the problem's
source: the database. Middleware and triplestoigigns offer an efficient
solution. Parallel to a Web application's functiiigaviews over its data can
be exposed through a respectivmSQL endpoint. We should note here that
the owner of the database will be the one who dsfitiese views, in other
words, the one who decides which part of its dasgoublic and which not.
Multiple benefits arise from such an approachgegry player included:

1 Search engines can multiply the indexed content semye more
efficiently their purpose: deliver more accurateofensound and more
complete) results to the end user/searcher. As as@search engine
incorporates semantic technology to better sesvetistomer's (i.e. the
end user) needs through more personalised andateawsults, it is
highly probable that it will gain a considerableash in the search
engine market. Eventually, the rest of its compeditwill follow in
order to eliminate the competitive advantage ofitim@vator, leading
us into a “no turning back to keyword search” roAtso, if search
engines take into account semantic metadata, caegpavill have a
stronger motivation to publish semantic informatieand the
commercial future of the Semantic Web will look dirier. This
strengthens our belief that the Semantic Web's cenmiad future is
connected to its adoption by conventional searchines. If the
semantic annotation becomes a synonym with seancgine
optimization, a great boost will be given to thenaatic Web, in
addition to the benefits for the end user and thedb \itself.

It should be kept in mind that the steps towardsemsemantic
search engines should not abolish the convenieineady offered in
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terms of simplicity and performance. Semantic deamgines should
not impose an additional knowledge overhead tag®s. They should
rather simplify his/her effort for finding accurataformation.
Additionally, in Web searches, the users are néingito wait; search
times should be kept in the millisecond scale. &isearchers prefer
sound to complete results, steps towards this tireshould sacrifice
completeness for soundness in the returned resutsprder to
maintain performance.

Inversely, end user's searches will improve. Fiteke amount of
information returned in response to his/her quemét be more
accurate. In addition, this information, being satiwally rich, will
allow for semantic searches in contrast to the entional keyword-
based, syntactic searches. From the Web user/seargerspective,
such an evolution means queries closer to natanguage and results
that demonstrate intelligence. Consider the Truewdadge query
engine (www.trueknowledge.com) for instance. Witilerent search
engines, in a query of the form “Is Jennifer Lopgngle?” will
capture the keyword “single” and will return torfsrformation about
the singles the artist has released, in the Truewkedge answer
engine context, the query is processed, deducatg'single” refers to
marriage or relationship status, and the enginemsta simple “No”.

This will radically change the way users interacithwsearch
engines: instead of mere document directorieslatier will turn into
knowledge producers and recommendation applicatioadéching
user's preferences a la Hundtufich. com) or Goby ¢oby. com).
From that point, possibilities are endless, andresgthat will reply to
a natural language sentence (e.g. “I want to gaanight, but not to
be home very late”) with an appropriate recommendasuiting the
user's interests, preferences, whereabouts andsthedule, seem to
be just around the corner. Furthermore, the uskbwiable to inspect
more easily the accuracy and validity of the datsults, by judging
from the trustworthiness of other Linked Data sesrtinking to the
specific result and from additional provenance tinfation.
Companies can benefit as well by allowing theiadatbe indexed by
search engines. Web pages with a larger amoundrgént are (even
intuitively) more useful. If this aspect is takend account by search
engines, higher visibility (i.e. rankings in resufiages) will increase
Web site traffic, the number of potential and acttiastomers and
consecutively, higher revenues.

In the same time, more intelligent, semantic seegare allowed to
be performed on the same data. For example a lesspéblishing at
its Web site, products and services using the GetadiRns ontology
(Hepp, 2008), will eventually allow users to findbducts or services
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through specific queries like an offering for a Bereen with a size
ranging from 30 to 40 inches, a price between #0&00 euros and
one-day free shipping. Currently, publishing suckemantic

descriptions of companies and products, is in abrgomic state, due
to the difficulties of the procedure and the nobbwious profits. Even
if the hard work of describing product data for anpany is done,
there will be technical issues regarding the comgion of this data
from the major search engines. For example, YahearchMonkey
currently considers RDF data only if it is eithambmitted via the
(proprietary) DataRSS feed format or if it is emtbed inside

XHTML pages via RDFa, meaning that an RDF/XML filescribing

the same data is not taken into account if not $ibendirectly to a
Semantic Web search engine. Until the exploitingcpdure is clear
and straightforward and a working scenario is presk the

companies will not be willing to do the extra work.

4.2  Linked Data and Company Environments

The basic tenet behind today's Web content is snd#éthyone can say
Anything about Any topic" (AAA as it is often refed to). This means that
any individual is given the freedom to express @mgce of information
combined with information from any other sourceléang and Hendler,
2008a). As a result, information that can be foondhe Web is not always
accurate. The ultimate goal of the Semantic Web Izing order and trust in
this chaos of on-line information so as to enabée\Web user to effectively,
conveniently and quickly search and find accurafermation. In order to
turn this vision into a reality, the proposed siointis based on Linked Data,
as analysed in Section 3.1.

Linked Data allows querying across data sourceshdnsimplest sense,
a focal point is provided for referencing (refegito) and de-referencing
(retrieving data about) any given Web resource. pievailing benefits that
occur for the Web user and the Web itself from daipability stem from data
integration at a semantic level.

However, Linked Data usage does not target onllirmeontent. When
talking about markets, we should distinguish betwapplications that rely
on the public Web of Data and applications insidmpanies. A “behind-the-
scenes” transition to semantic technologies cangbfots of benefits in
enterprise applications as it allows seamless antem with distributed
heterogeneous data sources. This approach is tedyragnostic and, in
addition, it allows transcendence of the convemioRDBMS models,
vendor-specific APIs and Web Services. Integratioh Linked Data
internally in enterprise environments can bring elligence and
independence from technologies in typical compang aross-company
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systems (e.g. ERP, CRM, HR and Marketing systems).

First of all, adoption of semantic technologies iimhouse usage in a
company can easateroperability among distributed software components.
Current approaches regarding interoperability cancategorised as being
mapping-based, intermediary-based or query-oriefRadk and Ram, 2004),
all of which are perfectly suitable for semantigalch approaches.

Integrationis a concept different than interoperability befies on it. In
general, the architecture of a data integratiortesyscomprises the local
schemata of the sources and a global schema orhwhieries can be
submitted. Using common ontologies to describe ldmal schemata and
SPARQL endpoints to perform queries is an approach tlaat offer an
intelligent alternative to current syntactic intetipn approaches.

Semantic Web technologies can also be used behiadstenes for
system modelingA model can be used as a mediator among multiple
viewpoints, it can be used as an interfacing meshametween humans or
computers to understand each other, even offeulugeddictions. The usage
of ontologies in systems modeling provides powerfoeans for the
achievement of an abundant system description gtriggion logic (DL)
terms. DL allows systems modeling in detail by degd a concept hierarchy
and a corresponding property hierarchy. Howeveg #frength of the
Semantic Web is not restricted in concept desorptModel checking can
be realised by the concurrent use of a reasonpractice that assures the
creation of coherent, consistent models. The gotd exploit the ontologies'
inference support, the formally defined semantils, support of rules, and
logic programming in general (Kappstial, 2006).

Despite the fact that interoperability, integratiamd modeling are
crucial tasks for the development of sophisticateffware systems that can
serve inhouse or B2B purposes and semantic teafiesloconstitute a
powerful candidate solution, their use is not compiace in the majority of
the companies. Our plea for adoption of the semaetihnologies by the
driving forces of the industry, including the sdarengines as analysed
previously, is based on this observation. The o6/¢/3C and other standard
bodies is to promote the relevant standards, nfoshith are mature enough
as analysed thoroughly in Section 2 but still, moendations that would
boost the adoption of the relevant technologiesmaissing. Placed in this
setting, the Web engineer's position can be awkwdren interacting with
the non-technical management layers. A safe apprbawever, would be to
favour semantic technologies without sacrificingy af the functionality of
the internal system and maintain backwards comiiitib

5 Summary and Conclusions

Having presented an overview of the Semantic Weltldeape, the main
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guestion to which we attempted to provide an answehis paper, is why
the Semantic Web, despite its long presence, therityaof its theoretical
and (partly) technical aspects, the large enthtisiassmmunity, has not yet
established strong bonds outside academia. Momfispdly, we argue that
ongoing research should be based on three majer axe

1

Simplicity, mostly entailed by automation. Current approaches
semantically annotating and publishing contentvalfor substantial
results. What is lacking though is automation: iftstance, it is not
possible to manually annotate bulks of informatiés. discussed in
Section 3.2, current annotation capabilities offet@ Web engineers
produce static results in the sense that it is sajide for one person
or even a team to annotate several thousands afspidogt can be
auto-generated from a database backend. In addiionotation is
highly prone to human errors, it can be easily at#d and needs
effort to keep it consistent. Automation in creatend maintenance is
needed to reduce the amount of resources in tinte raoney a
company needs to publish semantically rich conterto enrich and
add intelligence to its internal software subsystem

In the same manner, automation needs to be ofterdte end user
and more importantly to the Web engineer, regardireg semantic
annotation of the published content. Despite itpartance, semantic
annotation is not always present. It is a time-comag task and users
do not usually consider it important enough to sptme annotating
the already published content. The companies onather hand
mostly believe that annotation is a burden in reses in terms of
time and money. Moreover, the reuse of this infdroma is
troublesome as annotation is usually likely to édundant, partial or
stored in different formats (Iriat al, 2004). If we add to the above
the fact that annotation easily becomes outdatesh tve can easily
state that the commercial future of the Semantid\ideendangered
(Uren et al, 2006). Thus, automation is a crucial requirentiat
needs to be addressed.
Integration with existing technologiegithout sacrificing established
technologies (e.g. regarding security and perfomaan Semantic
technologies do not offer a substitute for curienatctices; they rather
complement them. The Web engineer need not abafmisher
experience but instead, build on top of it. Expee&in technologies
involving information administration and processstgpuld constitute
the basis for further developments. Legacy systemsd not be
substituted. It is obvious that none of the exigtoiaracteristics, for
instance speed, should be sacrificed. The Seméreic needs to co-
exist with established practices, technologies add to existing
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information, not modify it. This has always bees @oal: to model
knowledge and add semantics to it.

Adoption by the driving forces of the Web indusligis seems to be
the most promising solution for the chicken-and-@ggblem of the
Semantic Web. Strong incentives will be given te dompanies, and
great benefits for the end user. Search enginesinstance, as
analysed in Section 4.1 can offer more accurataltsee$o the end
users/searchers by taking into account semantiotations and thus
derive great benefits for the services offered.idks towards this
direction will act as a catalyst for further adopti of semantic
technologies, since Web content publishers are yaviaterested in
search engine visibility.

However, as there are always two sides in the semmg several of the
benefits the Semantic Web evangelises cannot biésegaunless some
sacrifices are madeSuch trade-offs have to be considered and often, th
decision of the amount of qualities to be lost aingd is a crucial one.
Below, we briefly sketch only few of these challerg

1

Automation vs. soundness/completenéBBe more automated a
method is, the fewer the correct results in itpatare. Considering
the annotation task, which ideally requires sommdm intervention,
the above statement means that there is no fullgnaated method
that annotates correctly all the components of rd®ource under
examination (be it a Web document, a databasen anage). In such
annotation problems, there are usually cases whasantics are not
distinguishable by any algorithm. Thus, a decisi@s to be made
considering the amount of automation with regardthie desired
soundness and completeness of the result.

Adoption of semantic technologies vs. re-engingeraf current
practices. While it is well expected that search engine arldeno
business companies that choose to employ semauctindlogies will
gain several advantages (as described in Sectjgdheljransition cost
in terms of systems' modifications and businessge® re-engineering
for these companies seems often unbearable. Smanmdb radical
decisions need to be made for smooth businesddrametion.
Expressiveness vs. complexity. is well known that the more
expressive a knowledge description language ismitie complex the
reasoning task is. Increased expressiveness aftmwsiore accurate
modeling and provides the ability to better capt@a-world domain
semantics perceived by the user, but accounts dsfavencreased
reasoning complexity and response time, which rbaskept low for
acceptable quality of service.
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Finally, let us analyse the Semantic Web landscegarding the key players
that contribute to its shaping. The following listtwofold: it sums up our
key ideas regarding what the Semantic Web hasféo @f each player if the
proposed ideas gain wider acceptance, and alsoisshediuired by each one
of them in order to advance towards these direstion

1

Web UsersThey can benefit by the more intelligent queriesytban
pose to search engines or even to smaller podlsfaimation. They
can also attain better on-line presence. Web udmimg passive
recipients of technological evolutions, are notuisgd to do anything
to promote the Semantic Web vision. Neverthelessh WWsers can be
regarded as generators of valuable semantic conteainly by
tagging multimedia resources, the semantics of kvhace often
implicit and troublesome to extract. From the lafteint of view, it
can be argued that finding ways to motivate casiab users to
perform semantic annotation can be the key for whdespread
adoption of the Semantic Web. One way to achieve ih the
development of user-friendly tools and applicatitvet ease semantic
annotation and present graphically the result efuker’'s action that,
more or less, adds to the overall machine undetatda knowledge.
It is possible that such applications will targle¢ thatural inclination
of some users to “fill the gaps” of incomplete kdeslge, thus
encouraging them to generate large quantitiesrofséc content.
Web Engineers.In the hands of a Web engineer, semantic
technologies offer intelligence. Practically, thean complement
information integration, interoperability and inrggal, management
efforts and lead to more effective coding, for amste in publishing
Web content, rules definition, remote code exeaut@md modeling.

It is required from their part to make choices withaffecting core
business procedures. A co-existence with curreptogenents, that
can be automatically updated, is needed. A largeedeof automation
and metadata auto-generation is needed while instme time
maintaining consistency and backwards compatibility
Search EnginesTheir role is crucial since they constitute theirma
gateway to access information. Semantic technadogan allow for
indexing the Deep Web, in contrast with the currotface Web
indexing. Consecutively, this can provide end s&arches with more
accurate results.

What is required is to retain their current projgsrtin terms of
simplicity and performance. What would be desirdabl® favour the
use of microformats or semantic markups, which lwamaterialised
by offering higher ranks or merely more “attractiesults”, a practice
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that would give strong motivation for publishing nmentically
annotated content by companies.

4 CompaniesMost importantly, the Semantic Web can offer bdhin
the-scenes enhancements in internal systems andhtdiédbence in
interoperability and integration among distributegstems, and be
used to cover modeling needs. Combined with the oblthe search
engines, it can potentially offer higher visibility semantic search
engines.

What is required by the companies, mainly by touw &amework
manufacturers, is the production of automated fiaonks and code
libraries that will exploit semantic capabilitieacaintegrate them in
the functionality offered in their products.

5 Academia.Basic research into the core concepts and fundainent
technologies that constitute the Semantic Web Ileaquks has reached
maturity. What is missing from the big picture igsearch in
automation that can allow simplicity to be integdhtin semantic
problem-solving approaches. Also, still researchedse to be
conducted in crucial matters such as security aivei.qy.

The interactions among these key players arerditest in Figure 1 that sums
up our observations and recommendations.

Figure 1 Interactions in the Semantic Web environment
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Tools and

frameworks
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In this paper, we analysed the main reasons tlegepre the Semantic Web
bottleneck and we offered a point of view over #utions that need to be
taken from each constituent entity towards solaagh problem. The main
conclusion that can be drawn by observing the gémécture is that the first
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Search
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steps have been made. Even though semanticallyeghaystems are absent
from the end users’ everyday Web experience, thgseems are ready to be
released “into the wild”. The most interesting atvation from (Cardoso,

2007) is that the respondents asked to estimateldrogvit would be before

they put their ontology-based system into producti@plied that they are

already in the process of developing and instalbogh a system (25,44
percent), they plan to go into production in thextnsix months (20,95

percent), or they will wait for a year or more @%,percent). Only 27,93

percent state that they do not have such planthéofuture. Even though the
survey was conducted mostly in the academic watrlictveals that the time

is short for the Semantic Web.

However, each player's cards need to be playedppately. Much still
needs to be done in order to effectively publistl axploit large-scale
semantic information. Following the approach sutgg this paper, we are
confident that the Semantic Web bottleneck wilsbertly circumvented and
the Semantic Web vision will be at last realised.
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